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DEVELOPMENT OF BIOMETRIC METHODS
AND INFORMATION SECURITY TOOLS

Abstract. Now a day’s security is a big issue, the whole world has been working on the face recognition
techniques as face is used for the extraction of facial features. An analysis has been done of the commonly used face
recognition techniques. This paper presents a system for the recognition of face for identification and verification
purposes by using Principal Component Analysis (PCA) with Back Propagation Neural Networks (BPNN) and the
implementation of face recognition system is done by using neural network.

The use of neural network is to produce an output pattern from input pattern. This system for facial recognition
is implemented in MATLAB using neural networks toolbox. Back propagation Neural Network is multi-layered
network in which weights are fixed but adjustment of weights can be done on the basis of sigmoidal function. This
algorithm is a learning algorithm to train input and output data set. It also calculates how the error changes when
weights are increased or decreased. This paper consists of background and future perspective of face recognition
techniques and how these techniques can be improved.
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1. Introduction. Currently, artificial intelligence and machine learning systems are gaining
popularity. In addition, almost all facial recognition software is based on machine learning. The quality
and nature of this data set have a significant impact on accuracy. The better the source, the better the
algorithm can perform the task [1].

The image face recognition system is based on image identification and comparison algorithms. Most
modern facial recognition systems are very sensitive to these image characteristics. Therefore, before
direct recognition, the source images must be standardized. Face recognition is a biometric software or
computer application that automatically identifies or verifies a person based on a digital image or other
video sources. This is a method that recognizes individuals that are already stored in the database. It is
mainly used for identity verification, security, computer entertainment, passport verification, criminal list
verification, border checkpoints, email authentication, etc. [1-2].

2. Methods. In this work, we used the Viola-Jones algorithm and methods such as: PCA, BPNN,
ANN, Resilient back propagation, Eigen faces, Feedforward neural network. The basic principles
underlying the work of the Viola-Jones method:

- integrated image viewing;

- search for people by city signs;

- cascade classification using gain.

The proposed algorithm includes a facial recognition technique, it can be used with back propagation
and PCA for non-linear images of faces.

PCA: This is a statistical method that is used to reduce the dimension while preserving the necessary
information, or it is a way to identify patterns in the data and express the data in such a way that you can
highlight their similarities and differences.

BPNN: A back-propagation neural network is a multi-layer network in which the weights are fixed,
but the weights can be adjusted based on a sigmoid function. It also calculates how the error changes as
the weight increases or decreases.
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ANN: An artificial neural network is based on a biological neural network that is used to approximate
or evaluate functions that depend on a large amount of input data.

RESILIENT BACK PROPAGATION: Resilient back propagation is an algorithm that can be used
to train a neural network, similar to back propagation. It has an advantage over back propagation; learning
is faster than back propagation.

EIGEN FACES: Eigen faces is the name given to a set of eigenvectors when they are used in a
computer vision task for face recognition. Eigen collides with itself from the base set of all images used to
construct the covariance matrix.

FEEDFORWARD NEURAL NETWORK: In a forward-coupled neural network, back propagation
cannot be performed as feedback in the network.

The Viola-Jones algorithm. The integrated view is used to calculate the brightness of a rectangular
area of the image. This representation is used in many other complex algorithms of the computer
approach. The integrated view allows you to quickly calculate the total brightness of the free rectangle of a
given image, and the calculation time does not depend on the area of the rectangle (figure 1), [3-4].
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Figure 1 - The process of finding the surface area using the Viola — Jones method

3. Results. Several works have been critically analyzed, namely: PCA is used to reduce the dimension
of a face, and BPN is used for recognition purposes. Own faces extract the traits, which are then combined
with BPN for image recognition. Each face image is stored in a one-dimensional array. The method
proposed in the article was tested on the ORL database of persons. This ensures high accuracy as well as
fast calculations. It has a acceptance rate of over 90% and is fast. The implementation of the face
recognition system is divided into three parts. The first part is automatic face recognition using BPNN, the
second is facial enhancement, and the third is artificial intelligence and BPNN. In this case, face
verification and identification is performed using main component analysis and a backpropagation neural
network. Dimension reduction is done using PCA and recognition using BPNN [5]. Hence, it is safer and
more effective. Its acceptability rate is over 90% and non-linear facial images are also easily recognized.
This article presents an approach to recognizing human faces. This face recognition was done by
comparing the characteristics of the new face to the old one. In this place of localization of the face, the
end point of the mouth and retinas is obtained. In the Extraction section, the distance between the endpoint
of the mouth and the retinas was calculated. Recognition is performed using backpropagation networks
and radial base function networks [6].

The transformation for various inputs is compared with an unknown person to determine if the person
is in the database or not. This method shows high recognition speed and accuracy of human face
recognition. In this case, various problems arose due to the movement and orientation of the object. But
the problem of subject orientation is overcome by training the neural network. The self-face algorithm
works well when the lighting change is small. This article proposes a method for recognizing faces using
own faces using an artificial neural network. The structure of the face is converted to eigenvalues,
eigenvalues are implemented using eigenvectors, values, and the Jacobi method. When testing the original
image, human face recognition is performed, so this method is more effective than other methods. The use
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of natural faces is more accurate, as well as its quick calculation, non-linear images can also be recognized
very easily. Therefore, this method is said to have a good acceptability ratio in excess of 90% and is fast to
calculate and execute [7-9].

Backpropagation is a learning algorithm for training a set of inputs and outputs. When using a
backpropagation neural network, the system recognition rate was 99.2%. BPNN is more widely used than
other neural network algorithms due to its ability to reduce errors. It extracts features of a human face that
have various features such as differential projections and other features. First, a training set is assembled,
then the network is trained, and then the display and recognition accuracy are checked. The proposed
method is compared with the method of principal components, the method of linear discriminated analysis
and the method of Markov random fields (MRF). The ORL face database is used to display the
recognition rate of 98% by using only 13 functions (table 1). Thus, accuracy, efficiency, and
computational complexity have increased.

Table 1 - Face recognition system as a result

Methods Benefits Disadvantages Recognition rate
PCA High precision can be obtained. It is less reliable. 99,2 %
1. High precision.
BPNN 2. It can be used to detect online in real time. The strength is low. 96,6 %
RESILIENT BPN Non-linear images are recognized. Not suitable for small databases. 98,3 %
EIGEN FACES It gives a higher recognition rate than K-mean Very sensitive misalignments 97 %
and fuzzy c-mean. arise from the large size of the
orientation of the head.
FEED FORWARD All entrance sides are reduced by about 30%. The recognition is poor. 93,7 %
NN

4. Conclusions. As with any method of authentication, biometric technology is not fully protected.
Detection methods are the most frequently discussed counteraction measure. We have considered the
Viola-Jones algorithm. Face recognition can be used for various purposes, for example, for security
purposes, ATM’s for card security, for document processing [10]. The face recognition technique can be
used with back propagation and PCA for non-linear face images. A review of various methods was
conducted to determine and classify which method gives a higher recognition rate. The developed facial
recognition system is a product of a completed project. This system is a system for service professionals
[11-12].
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BUOMETPHSLIBIK 9IICTEP MEH AKITAPATTBIK
KAVITIICI3JIK KYPAJIIAPBIH JKACAY

Anparna. buomerpus - OyJ1 YoKiJeTTI afaM MEH alIaMIIbl apachIHAAFbl CEHIMJI albIpMAIIbUIBIKTBI aHBIKTAHTHIH
(hU3MONOTHATIBIK HEMece MiHE3-KYJIBIK CUIaTTamajapbl HETi3iHIE aaMIbl COMKECTeHIIPYHiH, TYJIFaHBIH )KeKe OachlH
TEKCepyAiH aBTOMATTaHABIPBUIFaH daicTepi. bruomeTpuka epexiie OONFaHABIKTaH, OJIApAbI YMBITYFa HEMECE YKOFAITYFa
GonMaiipl, XKoHEe COIKeCTeH Py HYKTECIH/IE TYIHYCKAIBIKTH PACTAHTHIH aJaM (U3UKANIBIK TYpAe OOIybl KepeK, JocTypii
OiliM MEH >KETOHFa HETI3JeNITeH OMICTepre KaparaHia OMOMETpHKa TaOWFAThIHAH dJJIeKaiila CeHIMI KOHE THIMIIpeK.
AnmaMIap/pl aHBIKTAy YIIiH OMOMETPHSHEI KOJIaHyJbIH OipHeIle epeKIle apTHIKIIBUIBIKTaph! 0ap. bromerpus xemeriMmeHn
ci3 @3iHI3MIH KaHAal eKeHIHI3l aHbIKTail anacel3. bruomerpust op Typni KOChIMINAiap YIIiH KOJJAHyFa OHai, Te3, oI,
CEHIMJII JKOHE ap3aH ayTeHTU(DUKALUIHBL yosie eTelli. beTTi TaHyAbIH €H KUl KOJLAaHbUIAThIH oJ[iCTepiHe Tajay >KYpPri3iiii.
byn wmakanmama skyiieni kepi kyiieney (BPNN) Oap kommonenTrepnid Herisri tangaysiH (PCA) kosimaHy apKbUIbI
CoMKeCTeHIipy *OHE pacTay MaKCaTbhlHJA TYIFaHbI TaHy XYHeci YChIHBUIFaH, ajl OeTTi TaHy JKYHeCiH eHri3y HeHpOHIBIK
JKeJIiHI KOJJIaHy apKbUIBI XKY3eTe achlpbliabl.

Kipic HoTMXXECIH LIbIFapy YILIIH HEHMPOHIBIK XKeliHi maimanaHy. byn Tynranel Tany sxyideci MATLAB xyiiecinne
HEWPOHIBIK JKeNi KypajJapblH KOJJaHA OTHIPHIN eHri3inreH. Helpompomarusuislk Kyike »xexdici - OWI camMakTapsl
OekiTiIreH Kol KabaTThl e, OipaK caaMakTap/bl CUTMOAANBIBIK (YHKIMS Heri3inae perreyre 6osansl. byn anropurym -
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KipiC JKOHE IIBIFBIC HUBIHTBIFBIH OKBITYFa apHaJIFaH alrOpuTMi Oouibin TaObutaabl. CoHmal-ak, cajJMaKThIH ecyl Hemece
TOMEHJeyl KaTeHiH Kajail e3repeTiHiH ecenteini. byn Mmakanmaga TyiaFaHbl TaHy OAICTEpiHiH OoJallarbl >KOHE OCHI
omicTepi Kajal jkakcapTyFa OOJIATBIHIBIFBI Typasibl aWThLIaNbl. Op TYpJi OHOMETPHSIIBIK JiCTepre MOy Keuoip
apTHIKIIBUIBIKTAphl JKoHE Kemuriikrepi OepinreH. ComaH keiiH 013 Kail TEeXHHKaHBIH KayillCi3 JKOHE CEHIMII eKeHiH
AHBIKTAyFa THIPBICAMBI3.

Tyiiin ce3gep: ANN, BPNN, NLP, PCA, Typakrsl kepi Tapary, OHOMETpPHUSUIBIK KYyHenep.
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PA3PABOTKA BUOMETPUYECKHUX METOJOB U CPEJACTB 3AIIUTHI THOOPMALINHN

AHHOTauus. buomerpus — 3T0 aBTOMAaTU3MPOBAHHBIE METO/bI UACHTHU(PHUKALMY YEJIOBEKA WIIM TIPOBEPKH JIMYHOCTH
YeJIoBeKa Ha OCHOBE (DPM3MOJIOTHYECKUX WIIM MOBEIEHUSCKHX XapaKTEPUCTUK, KOTOPHIE IO3BOJLIIOT HAJEKHO Pa3INYaTh
YIIOJHOMOUYEHHOE JIUI0 U CaMO3BaHIlAa. bbll MpoBeaeH aHanu3 Haubojee 4acTo UCMOJIb3YEMbIX METOAOB PaclO3HABAHUS
mun. B oTol cTaThe mpeacTaBiIeHa CHCTEMa pAclO3HABaHUS I Ui Iedeld WISHTU(QHKAIMH W TIPOBEPKH C
UCTIOJIb30BaHUEM aHaJi3a TIaBHBIX KOMIIOHEHTOB (PCA) ¢ HelipoHHBIMU ceTsiMu oOpatHoro pacnpoctpaneHus (BPNN), a
peanu3anys CHUCTEMbl pPACIO3HABAHUs JIMI] BBIIOJHAETCS C HCIOJb30BaHMEM HeWpoHHOH cetu. [lockoibKy
OMOMETPHYECKUE XapPAKTEPUCTUKH SBJISAIOTCS OTIMYUTEIBHBIMH, UX HENb3s 3a0BITh WM MOTEPSTh, a JIUIO, MOJISKAIIee
ayTeHTH(UKAIMH, JOJDKHO (PU3MYECKH NPUCYTCTBOBATh B TOYKE HAEHTH(UKanuu, OMOMETpus Mo cBoei cyTu Oosee
HagekHa U Oonee >ddexTHBHA, YeM TpaAWMIHMOHHBIE METOIbI, OCHOBAaHHBIC Ha 3HAHMAX M TOKEHaX. lcmonp3oBaHue
Ouomerpun I WACHTH(DUKAIUM JIIOJEH JaeT HEKOTOphle YHUKAJIbHBIE MpeuMmyllectBa. buomerpus Moxer
WCTIONB30BAThCS 111 HACHTU(UKALMK Bac Kak Bbl. bruomerpus obemiaer OBICTPYIO, IPOCTYIO B MCIONB30BAHUH, TOYHYIO,
Ha/ICKHYIO U MEHEe JIOPOTYI0 ay TeHTU(HKALIMIO JJI1 MHOYKECTBA IIPUIIOKEHHH.

Hcnonb3oBanue HEHPOHHON CETH I CO3/IaHMs BBIXOJHOIO M3 BXOAHOTO JAHHBIX. DTa CHCTEMa paclo3HaBaHUs JIMIL
peanuzopana B MATLAB c wucnonp3oBaHMEM MHCTpyMEHTaMH HeHpoHHbIX ceTell. HeilpoHHas ceTb 00paTHOro
pacnpocTpaHeHHsT — 3TO MHOTOCIOIHAs ceTh, B KOTOPOH Beca (UKCHPOBAaHBI, HO KOPPEKTHPOBKA BECOB MOJXKET
BBINOJIHATBCA HA OCHOBE CHUIMOAAIBHOM (YHKIMH. DTOT alrOpUTM IPENCTAaBISET COOOH aiaroputM OOy4eHUs [Uis
0o0y4eHHs Habopa BXOIHBIX M BBIXOAHBIX AaHHBIX. OH Takke BEYHCISACT, KaK M3MEHSETCS OMMOKa MPH YBEIHMYCHUH HIH
YMEHbLIEHUH Beca. B 3Toii ctaThe pacckas3blBaeTCsl O NEPCHEKTHBAX METOAO0B PACHO3HABAHMS JIHII, & TAKXKE O TOM, KaK 3TH
METOIBI MOXKHO YJIYUIIHTh. [IpencraBieH 0030p pa3aIMYHBIX OHNOMETPUYECKUX METOJOB ¢ HEKOTOPHIMH IIPEUMYILECTBAMU
U HeloCTaTKaMM. 3aTeM MBI IOCTapaeMcs BBISICHUTD, Kakasi TeXHUKA HaJexHee U Oe30macHee.

Kuarouenbie ciioBa: ANN, BPNN, NLP, PCA, ycroitunBoe o6paTHOE pacrpocTpaHeHne, ONOMETPHIECKIAE CUCTEMEI.

Information about authors:

Mazakov Talgat Zhakupovich, doctor of Physical and Mathematical Sciences, Professor, Chief Researcher, Institute of
Information and Computing Technologies, KN MES RK. E-mail: tmazakov@mail.ru, https://orcid.org/0000-0001-9345-5167;

Montayeva Diana Narynbekovna, 2nd year master's degree in “Computer engineering”, Al-Farabi Kazakh National
University, Almaty, Kazakhstan. E-mail: dianamonti24@gmail.com, https://orcid.org/0000-0002-7159-9191

REFERENCES

[1] Tatarchenko N. V., Timoshenko S. V. Biometric identification in integrated security systems, 2009.

[2] Csurka G., Bray C., Dance C., Fan L. Visual categorization with bags of keypoints, in Proceedings of ECCV Workshop
on Statistical Learning in Computer Vision, 2004.

[3] Popov M. Technologies of biometric identification // CHIP, 2005.

[4] Rozhko O.N., Khomenko V.V., Makarov E.V. Transport management innovations logistic systems: monograph. Kazan:
Publishing house "Brig". 2015.

[5] Sayfudinov I.R., Mokshin V.V., Kirpichnikov A.P. Multi-class discovery and tracking vehicles in a video sequence //
Bulletin of Kazansk University of Technology, 2014.

[6] Dalal N., Triggs B. Histograms of Oriented Gradients for Human Detection, IEEE CVPR. 2005. p. 886-893.

[7]1 Mokshin V.V., Kirpichnikov A.P., Sharnin L.M. Object tracking in video stream significant features based on particle
filtration // Bulletin of Kazan Technological University, 2013. T. 16. No. 18. S. 297-303.

[8] Akita T. Image recognition application systems utilizing surround view cameras, Proceedings of the 19th World
Congress on ITS, 2012. No. AP-00055.

[9] Martyshevsky Yu. B. Application of fractals for image processing in television automatic systems // Reports of TUSUR.
2006. No 6.

[10] Jian Li, QianDu, CaixinSun. An improved box-counting method for image fractal dimension estimation // Pattern
Recognition, 2009. No. 42.

[11] Hebayshi M.A. Image processing of the iris of the eye in the identification system personality: author. dis. candidate.
tech. sciences. Vladimir, 2003.

[12] Neural Network Wizard [Electronic resource]. URL http://www.basegroup.ru/download/demoprg / nnw / 2
(02.06.2020)

— 24—



